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Abstract

In this paper, a numerical technique is introduced to find a
numerical solution(NS) of Quadratic Riccati Differential
equations(QRDEs) by using Taylor serie's
method(TSM).Different kinds of linear and non linear
differential equations have been solved utilizing the proposed
method with the initial conditions, at any point t; this technique
transformed the QRDEs in to a series. Then it solved by using
soft ware-MATLAB.Two different examples have introduced to
shown the efficiency and accuracy of the method. The QRDE;
existence and uniqueness are studied.The stability and the upper
bound of error are proven.The solutions of the proposed method
also compared with those obtained by the Bezier curves
method(BCM) and the classical Runge Kutta method of order
four (RK4. The results are given by tables and figures of the
proposed method outperformed the other methods in terms of
accuracy and convergence.

Keywords: Tayler series, Quadratic Riccati Differential
equation, Exact solution ,Numerical solution, absolute error.
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1.Introduction

Riccati differential equations(RDEs) are a class of nonlinear
differential equations of much importance, and play a significant
role in many fields of applied science[1].The RDEs is named
after the Italian nobleman Count Jacopo Francesco
Riccati(1676-1754)[2].Usually these types of equations are
needed to be solved numerically; of course there are many
different ways to solve them. Such as; in 2020 the legendre
collocation method(LCM)[5],the least-squares approximation
and the operational matrices[6].Later in 2021 the variational
Iteration method[7],the Fourier Transform and A domian
methods[8],the Homotopy perturbation method[9].Recently in
2023 the Cubic B-Spline[10] and in 2024 the fourth-order-
Runge-Kutta methods(RK4)[11].All the above methods
motivated us to think about the study of the NS by using the
proposed method TSM.

This paper begins with the description of the QRDEs, the NS is
obtained by using TSM, at any point t,this technique
transformed the QRDE:s in to a series. Then it solved by using
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soft ware-MATLAB. The existence and uniqueness of the
QRDE are studied. The upper bound of error and the stability
are studied. Finally, two examples are given to solve different
problems using the TSM, the results were given by tables and
figures which show the efficiency and accuracy of the proposed
method.

Description of the problem
Consider the nonlinear RDE as the following form

dw
ft,w) = T a1 (t) + a, (OwW() + as(OwW?(t),ty < t

<tr (D
With the initial condition
w(ty) = ag

(2)
Where a4(t), a,(t) and as(t) are continuous with as(t) #
0,ty,ty and a, are arbitrary constants, and w(t) is unknown

function.

The RDE are numerically solved using Taylor series
Consider the first order differential
equation(1).Differentiating(1),to obtain

d*w 9f Of dw

dz " o owdt

Which means

W= fo+ fuf

f n 20%f
= 22t " atow W

(3)
W+ GEw)?

4
By differentiating this in steps, to get

v etc. let t = to and w = 0, the values of wy, wy, w, can be
obtained .Hence The TS
wrs(t) = wo + (t — to)w, +
-t (5)

(t— to) Wo _I_(t—to)3

Wy +
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Gives the values of w for every value of t for which (5)
converges.

4.The Algorithm for solving(QRDE)

Input :a, b, n ,initial condition, ES.

Output: The numerical solution of the QRDE.

Step1: Subsitute t, in wyg(t)

Step2: Calculate wo, wy, Wo, Wy s -..., Wi™.
Step3: Subsitute Step2 in wyg(t).
Step4: Calculate t;, = a + k (b;a) (k=0,..,n).

Step5:Subsitute t;, in wrg(t).

Step6: Calculate the NS of The QRDE by using TSM.

Step7: Calculate absolute error is the comparison between the
Exact and the numerical solutions.

Step8:End.

5.Theorem(existence and uniqueness of the QRDE)[14]
Suppose f(t ,w) be defined and continuous for all points (t ,w) in
the region D given by a <t < b,—o0 < w < 00, where a and b
finite, and 3 a constant ¢ such that(s.t) ,V t,w,w" s.t (t,w) and
(t,w") are both in D:

| f&w) = F &, w")

(6)

Then, 3 a unique solution w(t) of the problem (1), if ¢ is any

given number,where w(t) is continuous and differentiable for all

(t,w) in D.The requirement(6) is called as a "lipschitz condition"

and the constant ¢ as a "lipschitz constant".

6.Convergence of the QRDE

Consider Eq.(1) at the discretized point as :

f(te, wi) = ai(t) + az(tIw(ty) + as(t)w? (), to
St<st (7)

Also, consider the linear first order experiment differential

equation

W' = BWIW(tO) = Wy

Where f is a constant , and has its solution in the form of

w(t) = w(ty)eBt=t)) whichatt = t, + kh

< a|w—w*
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The solution becomes
w(ty) = w(tp)ef " =
wo (eFM)k (8)
Let the non-linear QRDE of the form given in Eq.(1) and Eq.(7)
written as
w' = f(t,w);w(ty) = wy = ag
)
The non- linear function Eq.(9) can linearized by expanding the
function in TS about the point(t,, wy) and truncating it after the
first term:
af

w = f(tg, wo) + (t — to)a(to:WO)

W= W0t wo) (10)
Using Eq.(7) and by the chain rule differentiation, it yield
W = @y + AaoWo + azewo? + (t — to)[agg + azowo +
QpoWo + AzgWE + 2a30WoWy + QpoWo + a3oWy + QzoWE +
2a30W0W(')] + W[C(ZO + 2“30WOW(')] — ApoWo — Zagowow(')
For simplicity let a,(ty) = a1g, @2 (ty) = @y, a3(ty) =
30, w(to) = wo, W (tg) = wy '
And applying Eq.(2) w(ty) = wy = @y = constant; So, w, = 0
S W = aoWw + agg + azgWwé + (t — to)|age + azwy +

0"30Wg] (11)
This can be rewritten as:
w=pfw+0

Where = 10,0 = azo + azowé + (t — to)|@1 + azowo +

“éoWg] (12) |

Dividing both sides of Eq.(12) by [, to obtain % =w+ %, if

y=w+ %, then to get

w =

%9/ —

3 (13)
Sub. Eq.(13) in to Eq.(12) gives:
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y
= By
Which is called the linear experiment equation for the non-linear
Eq.(1)
The solution of this experiment equation, Eq.(15),is:
y =
yeft
Now, by considering Eq.(5),to have
(Bh)? (Bh)? (Bh)*

Wiir1 = Wi + ﬁhWk + 5 W + 6 Wy + o4 Wy
(Bh)?* (Bh)*  (Bh)*
> Wi = (1+ LR+ > + c + 7 YW
= Wiy1 = E(BR)wy
(16)
2 4
Where E(Sh) =1+ Bh+ (BZ) + (B:)3 + (Bz};) is TS

numerical to e#".

If § <0, from Eq.(8),the ES w(t;) decreases at t; increases. If
f > 0, from Eq.(8),the ES w(t) increases with t;.from Eq.(16)
we find the TSM absolutely stable if | E(Bh) | <1 and
relatively stable if | E(Bh) | < efh,

7.Upper bound of error

Here, we give error bound of NS wy¢(t)

Theorem(4.1): let w(t) and wyg(t) represents NS and the ES of
the problem(1),respectively. if w(t) € C"[0,1],r =0,1,...,r +
1 then

[w(©) = wrs@®| < [RE@ ) [ + [wis®) —w(D)]

When wle(t) exhibits the nth degree TS of w a round the point
t = to and RL(t,t,) explain its reminder term.

Proof

Since w 1s n+l times derivative, using the TS as a
representation, to obtain

k
w(t) = Ti_o b wk(ty) + RE (4, t,),
Where
RT(t,t,) = & )5y 0< 8, <t <1
nib 0 (n+1)! thP =% ="=
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Is the reminder term of the TS of w. let us denotes the nth
degree TS of w on the point t = t, by wls(t). Thus , w(t) —
wls(t) = RI (¢, ty). By using it and "triangle inequality" we get
[w(t) —wrs(@® | = [w() —wrs(®) + wls(®) — wis(®) |

< [w@® —wis@ | + [wis@®) —wrs(®) |

= [RI(tt) | + [wls(®) = wrs (D) |
Then, an “UBOE’’of this method is found for the NS.
8. Illustrative Examples
Example(1):solve the QRDE[12]
w(t) =
8tw(t) + w?(t) + 16t2 —
5 (0 <t <1),theinitial conditionis w(0) = 1, where the
ES is w(t)=1-4t.
From TSM
w (t) = 8tw(t) + w?(t) + 16t2 =5 = w (0) = —4
w () =8tw (t) + 8w(t) + 2w(Ow (t) + 32t = w (0) =0
w (t) =8tw () + 8w (t) + 8w (t) + 2w(t)w (t) +
2w (Ow () +32=w (0) =0
w (t) =8tw (t)+ 8w (t) +8w (t) + 8w (t) +
2ww () + 2w (Ow (t) + 2w (Ow (t) + 2w (Ow' (t) +
2w (w () =w (0)=0
TS 1s

, 2 " 3 . 4 o
wrs(t) = w(0) + tw'(0) + =w (0)+%w 0) +—w"(0) +
WTS(t) =1-—4t
This problem is solved using the TSM for n=4.,then the

ES(w)and the NS(wgg) at ty, k =0,1,2,...,n. The maximum
absolute error in Table(1) 1s(0.0000)and are shown in figure(1).
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Table(1): The ES, NS and absolute error

ES and NS

* (ES)
05k (NS)

w-value

w
I 4

_ | 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
t-value

Figure(1): The ES and NS when(n=4)
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Absolute error

0.8

0.6

04 r

0.2 |

O ——®——® ——B—— @ — ® ——B—— ® ——®—— ®— — —&®

-0.2 -

0.4

-0.6

-0.8 r

-1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t-value

Figure(2) The absolute error of QRDE for n=2,4
Example(2): solve the QRDE[13]
w(t) =
—e?t +w+w?,(0 <t <1),the initial condition is w(0) =
1, with the ES
w(t) = et.
From TSM
w(t) =—e?+wt) +w?(t) =w(0)=1
w () ==2e*+w @) +2w®Ow () = w (0) =1
w (t) = —4e?t+w (t) +2w®w (t) + 2w (Ow (t) =
w (0)=1
w (t) =—=8e?t+w (t) +2w(O)w () + 2w (Ow (t) +
2w (Ow @) +2w (@Ow (t) = w (0) =1
w o (t) =—=16e?t+w () +2w®w () + 2w (Ow (t) +
2w (OwW (&) + 2w (Ow () + 2w (Ow' () +
2w (Ow @) +2w(Ow @) +2w (Ow ) =w (0) =1

llllll
lllllll
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TS 1s

] 2 n 3 m 4 m
wrs(t) = w(0) + tw'(0) + =w" (0) + =w"(0) + —w" (0) +
t5
t3  tt t5 to t7 t8

t2
wrs(@) =1+ t+5+o+ 0+ 50+ 55t 50 om0

This problem is solved using the TSM for n=2,then the ES and

the NS at¢;,k=0,1,2,....,n. The maximum absolute error in
table(2) 1s(0.2183)and are shown in figure(2).

Table(2):The ES, NS and absolute error

|lw — wrs | (0=2)
0.0000
0.0002
0.0014
0.0049
0.0118

0.0237
0.0421
0.0688
0.1055
0.1546
0.2183

Table(3):Comparison between the ES ,NS and the maximum
absolute error is(0.0099)
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able(4) Comparison between the ES ,NS and the maximum
absolute error is(0.0000)

ESandN$
28

26 1

24+

w-value
—
oo [
| ;
"

1 e I 1 I 1 | | L 1 ] |

0 01 02 03 04 05 06 07 08 09 1
tvalue

Figure(3):The ES and NS when(n=2)
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ES and NS
28

26
241

22+ A

w-value

18} #

14}

1 I I I I I I I I I 1
0 0.1 0.2 0.3 0.4 0.5 06 0.7 0.8 0.9 1

t-value

Figure(4):The ES and NS when(n=4)

ES and NS

28 * (ES)

—(NS)

26

22 *

w-value

18+ X
16}
14+

12} A
pe

Al . ‘ i . . . i . .
© 01 02 03 04 05 06 07 08 09 1

t-value

Figure(5):The ES and NS when(n=8)
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Absolute error

0.25

— %—-(n=2)
O (n=4)
*  (n=8) *
/
0.2+ /
/
/
/
/

0.15 /*
o /
< //
% /

0.1r /%

/
/
%/
7/
0.05 - P
/>K
b
7~
%
K

O%— % —— = ——§ % %
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
t-value

Figure(6) The absolute error of QRDE for n=2,4,8

*
- x0O

9.Conclusion

In this search,the TSM is utilized for solving the QRDEs
numerically.The stability and the upper bound of the error for
this method are studied.Two numerical examples have been
applied To prove the efficiency and accuracy of the proposed
method .The absolute error comparisons for those of the BCM in
[3] and the RK4 in [4] seem to show that the proposed method is
better than some of the current methods in terms of error.This

method can be extended and applied to solve the system of
QRDEs.
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